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Abstract— Data warehouse is a powerful tool which makes decision faster and reliable in organizations where ‘information’ is the main asset of prima-

ry concern. It is necessary to assure the quality of the data warehouse information. Information qual ity depends on multidimensional model’s quality of 
data warehouse. In the last few years’ different authors have suggested several metrics to access the quality of multidimensional models of data ware-

house.  Validation of   these metrics with traditional statistic techniques like correlation analysis, univariate and multivariate regression technique etc are 
not capable to   derive reasonable results. The pure amount of data and the problem context of quality prediction, demand sophisticated analysis pro-
vided by machine learning techniques.  In this work we focus on quality (in terms of understandability) prediction using decision  tree learner on the me-

trics provided by Pittani et al. The main reason for choosing decision tree learners, instead of for example neural nets, was the goal of finding underlying 
rules which can be easily interpreted by humans. Our result shows that the proposed decision tree based technique is capable to predict the output with 
considerable accuracy. 

 

Index Terms— Data warehouse, Information Quality, Multidimensional Model, Metrics, Quality Prediction, Machine Learning Techniques, 

Decision Tree  

——————————      —————————— 

1 INTRODUCTION                                                                     

Data warehouse is the backbone of most decision support sys-

tem; it provides historical information to the decision makers. 

A be short of quality in the data warehouse can have disastr-

ous consequences from both technical and organizational 

points of view: loss of clients, important financial losses or 

discontent amongst employees [2] 

One way to assure quality of data warehouse is to guarantee 

the quality of the models (conceptual, logical and physical) 

used in to design of data warehouse. Quality of data ware-

house multidimensional model has a great influence on the 

overall data warehouse quality and hence, in turn on informa-

tion quality [5][1]. Few researchers have suggested quality 

factors for multidimensional model of  data warehouse like 

maintainability, simplicity, completeness, consistency, mini-

mality, etc [1][3][6]. Maintainability includes Understandabili-

ty (a model’s ability to be easily understood). Few researchers 

have proposed metrics for object-oriented multidimensional 

model of data warehouse to assess the understandability. In 

order to prove their practical utility, these metrics have been 

theoretically and empirically validated.  Most of the empirical 

validation is done using statistical techniques like correlation 

analysis, univariate and multivariate regression analysis 

[2][5][6][11]. These techniques are unable to model the non 

linear relationship between the metrics and object-oriented 

multidimensional (OOMD) model quality.   
In this paper we   predict the understandability (an attribute of 
quality) of   OOMD model of data warehouse using decision 
tree.  We present an approach that applies decision tree learn-
ers on different metrics values of OOMD model. In literature a 
number of famous machine learning algorithms have been 
proposed and today many computing applications are using 

these algorithms. These algorithms have been engineered over 
the last several decades, and many are open-source and avail-
able for public usage. The decision tree is a popular utility for 
implementing decision based classification and adaptive 
learning over a training set. A decision tree is a decision-
modeling tool that graphically displays the classification 
process of a given input for given output class labels. [12][13]. 

A decision tree is created by a process known as splitting on 

the value of attributes means testing the value of an attribute 

such as Outlook and then creating the branch for each of its 

possible values [12].Compared with statistical and neur-

al/connectionist approaches to classification of data, decision 

trees (DT) have several advantages. First of all, there is no pre-

sumption of data distribution in DT. Second, since DT adopts 

a divide-and-conquer strategy, it is fast in training and execu-

tion. Most importantly, the resulting classification rules are 

presented in a tree form. [12][13][14][17]. 

We used WEKA tool to perform our experiments. Weka is an 

open-source Java application created by the University of 

Waikato in New Zealand. This software pack features an inter-

face through which many of the aforementioned algorithms 

(including decision trees) can be utilized on preformatted data 

sets. Using this interface, several test-domains were experi-

mented with to gain insight on the effectiveness of different 

methods of pruning an algorithmically induced decision tree. 

In this paper we address the issue of predicting understanda-

bility of object-oriented multidimensional model of data 

warehouse.  We present an approach that applies decision tree 

learners to the metrics values of 11 objects –oriented multidi-

mensional model of data warehouse. 
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2 RELEATED WORK 

In this work we concentrate on predicting the quality of 

OOMD model. The related work is primarily divided into two 

parts. The first part deals with the multidimensional model-

ling. Second part focus on the work associated with decision 

tree technique to build a quality prediction models. 

In past various multidimensional data model have been pro-

posed .Some of them fall into Logical level, some fall into 

frame model and some fall into conceptual model[02].Object-

oriented multidimensional model comes under the conceptual 

model. Conceptual model provides a set of graphical notations 

that improve their use and reading. Some conceptual models 

are The Dimensional-Fact (DF) Model by Golfarelli et al. The 

Multidimensional ER (M/ER) Model by Sapia et al, The starER 

Model by Tryfona et al, the Model proposed by Hu¨seman et 

al., and The Yet Another Multidimensional Model (YAM2) by 

Abello´ et al.[02] But regrettably none of them has been ac-

cepted as a standard for design and maintain high quality data 

warehouse[02] .Lately a new model is projected that is capable 

to design efficient data warehouse that is Object-Oriented 

Multidimensional (OOMD) model [02]. 

N.Prat [02] has proposed metrics for multidimensional sche-

mas analyzability and simplicity.Unfortunately none of these 

metrics proposed have been theoretically as well as empirical-

ly validated and therefore, have not proven their practical util-

ity[07] .A proposed metrics has no value if it is not empirically 

validated then its practical value is zero.. 

Abraham at el [17] used decision tree method to find out the 

defect densities in source code files of various releases of Mo-

zilla open source web browser project. The evolution data in-

cludes different source code, modification, and defect meas-

ures computed from seven recent Mozilla releases. 

Sam Drazin and Matt Montag [12] used decision tree method 

to compare different pruning methods. Y.W [13] used decision 

tree algorithm in Materialized Projection and Selection View. 

In this he used a set of implementation steps for the data 

warehouse   decision makers to improve the response time of 

queries. The study concludes that both attributes and tuples 

are important factors to be considered to improve the response 

time of a query. The adoption of data mining techniques in the 

physical design of data warehouses has been shown to be use-

ful in practice. 

Tibor Gyimothy at el [14] used decision tree learners to con-

duct Empirical Validation of object-oriented metrics on open 

source software for fault prediction.  In this they also com-

pared the metrics of several versions of Mozilla to see how the 

predicted fault proneness of the software system changed dur-

ing its development cycle. 
 

3 EXPERIMENTAL SETUP 

Our experimental setup includes hypothesis and metrics of 

OOMD model and their values. 

Using decision tree technique we conduct a series of experi-

ments addressing the following hypotheses:  

Hyp 1: We can predict the understandability of OOMD model 

of data warehouse. 

Hyp 2: Larger metrics values produce poor understandability. 

Hyp 3: We can identify the factors leading to high/poor un-

derstandability. 
3.1 Metrics for Object -Oriented Multidimensional 
(OOMD) model: 

Various authors stated that the complexity of a model may be 

calculated by the no. and variety of elements and no. and va-

riety of relationship between them. Taking into account this 

statement we must take three different levels: class, star and 

diagram. [02] .In this paper we used star level metrics since the 

star schema is the main issue of data warehouse multidimen-

sional model. Following table shows the proposed metrics (by 

piatiani et al [02]) for object-oriented multidimensional 

(OOMD) model 

 

Table 1: OOMD model metrics 

 
 

To carry out our experimental task we select the metric pro-

posed   by Pittani at el [02].  They selected   representative ex-

amples of real world cases. Every schema had different me-

trics values. The selected metrics and their values are given in 

the following table. 
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Table 2: Metrics Values 

 
 
3.2 Experiments 
 

We export the selected data to an arff file (i.e., a text based da-

ta file readable by the WEKA explorer), which is then loaded 

into the WEKA explorer. The classifier is the J48 tree learning 

algorithm provided by the WEKA tool. The accuracy is calcu-

lated with ten-fold cross validation.In this algorithm we used 

all available data set from Pittani at el to predict the unders-

tandability of object –oriented multidimensional model of data 

warehouse. 

Fig 1 shows the generated decision tree. We can see that the 

attribute NC appear at the root. Attribute on the second level 

are NBC and last level includes NA and NDC. We got 

 

 
  
This is good, looking at the confusion matrix 

 

 
The top row of the confusion matrix shows the labels of the 

predicted classes. On the right are the actual classes. Each cell 

of the matrix denotes the number of instances (source files) 

classified as a, b, c, d, or e. For instance, the numbers in the 

bottom row state that 0 instances which are of the actual class, 

where classified correctly, 1 instances where wrongly classi-

fied as c. The confusion matrix illustrates the good perfor-

mance of the classifier. By looking at the diagonal we see mod-

erate dispersion of the values. If we count near misses, the 

prediction, especially for class e, is excellent. Following are all 

the detail of all the correctly and incorrectly instances pro-

duced by the tree learner. 

1. No instance classified as wrong i.e. all 4 values of con-

fusion matrix are non zero. 

2. No instance classified as wrong i.e.  all 4 values of con-

fusion matrix are non zero. 

3. In this 43 instances correctly classified by the algo-

rithm and 5 instance which is d are incorrectly classi-

fied, means  out of 48 instances 43 classified correctly 

and five were wrong defined by the algorithm. 

4. In this 19 instances correctly classified and one in-

stance classified wrongly means out of 20 only one in-

stance is wrong. 

5. In this 4 instances are correctly classified and only one 

instance incorrectly classified as d 

 

 
Figure 1: Generated Decision Tree of undersatandability by   

                                               WEKA 
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In the last level we can see that number of dimension classes 

(NDC) in all cases i.e. LOW, MEDIUM  and High classified  as 

Poor, this confirms that if our model have high metrics values  

then it will be less understandable is wrong  means unders-

tandability of the model not depend on the metrics values so it 

leads to reject hypothesis 2. 

Due to complex relationships between the various metrics we 

could only partly identify factors that lead to high understan-

dability. Using error classifier graph we can conclude that 

maximum classification problems occurred in the moderate 

mode. But these are not so much clears that why they oc-

curred. This resulted in the partly rejection of Hypothesis 3. 

 

 
  Figure 2:Error Classification Graph 

 

4. CONCLUSION AND FUTURE WORK 
In this paper we applied decision tree on OOMD model sche-

ma values to predict understandability. For this we stated a set 

of hypotheses that we addressed in a series of experiments 

with metrics proposed by Pittani et al. The data mining expe-

riments showed that a decision tree learner (J48) can produce 

reasonable results with respect of stated hypothesis, with vari-

ous values of input data. Future work is concerned with in-

cluding detailed measures of OOMD model metrics (e.g., 

NBC, NDC, NA and NBC). With this additional information 

we can gain deeper insights into the internals of the imple-

mentation. Another area of future work is to use another data 

mining techniques and conduct our experiments with more 

metrics of OOMD model of data warehouse from the open 

source community as well as industrial software systems. 
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